Also, be prepared for questions about:

· The F statistic (how it is calculated, what is the null hypothesis, what does significance represent (and why it is less often used in political science).
· Missing data—know the ways to address missing data.
· Heteroskedasticity & autocorrelation

Should know what these problems are, should know their consequences should know how to test for these problems.  For heteroskedasticity, I'd like students to pay particular attention to how the testing methods really reflect that this is a problem that occurs when goodness of fit of the model varies systematically with some X or group of Xs (or with case)….and for autocorrelation, I'd like students to pay particular attention to that idea that we can really think about this as the ability to predict one error with a previous error.

· Know how to test if a variable is linear with respect to the model

· Know why it would be inappropriate to use OLS to predict a dichotomous dependent variable

· Know why OLS does not work well for event history or duration modeling (one could predict duration—but why does the structure of many datasets make the use of OLS inappropriate?)

· Be able to calculate missing elements of an OLS printout (results page, including ANOVA, R-squares, coefficient table, etc.)—and, more important, be able to explain what substantial information each element of that page gives the reader.

